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Introduction

ÅMedical information systems were introduced into hospital 
three decades ago (Journal of medical systems, SCI, 1976)
Å It helps physicians, nurses, and administrative staffs in their daily 

operations

ÅHealthcare information systems in a medical center
ïOutpatient information system

ï Inpatient information system

ïEmergency information system

ïPicture Archiving and Communication System/Radiology Information 
System(PACS/RIS)

ïLaboratory Information System (LIS)

ï Intensive Care Unit (ICU) - Clinical Information System(CIS)

ïAncillary systems
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LƴǘǊƻŘǳŎǘƛƻƴ όŎƻƴǘΩŘύ

ÅComputer-based Physician Order Entries (CPOE)
ïProvide a single integrated view of the patient-centered 

clinical record.

ÅLƳǇǊƻǾŜ ǘƘŜ ǉǳŀƭƛǘȅ ƻŦ ǇƘȅǎƛŎƛŀƴǎΩ ŀƴŘ ƴǳǊǎŜǎΩ ŎƭƛƴƛŎŀƭ 
decisions
ÅThe healthcare information system (HIS) is a collection 

of all information in the medical center
ïIt is difficult to use a single software application to support 

complex and varying requirements for patient care and 
treatment

ÅThe interoperability and scalability for the HIS are 
important
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Motivation

ÅHealthcare information system is complex
(The Architecture of Enterprise Hospital Information System, 2005;Health information 
systems - past, present, future, 2006;Health informatics: current issues and challenges,2008;)

ïA collection of information systems

ïSystem, data, and workflow integration with 
healthcare IT solution providers

ÅThe transition of HIS from 
departmental/ward-based to hospital based
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aƻǘƛǾŀǘƛƻƴ όŎƻƴǘΩŘύ

ÅThe requirements of Electronic Medical 
Records (EMR)
(The Barriers to Electronic Medical Record Systems and How to Overcome Them, 
1997; Factors and Forces Affecting EHR System Adoption: Report of a 2004 ACMI 
Discussion, 2004; Migrating to Integrated Electronic Medical Record: An Emprical 
Investigation of Physicians' Use Preference, 2009; EMR Adoption Model, 2010)

ïtǊƻōƭŜƳǎΥ ŎŀƴΩǘ ŦƛƴŘ ǇŀǇŜǊ ŎƘŀǊǘΤ ŎŀƴΩǘ ǊŜŀŘ ƛǘΤ 
ŎŀƴΩǘ Řƻ ǘƘŜ ƪŜȅǿƻǊŘ ǎŜŀǊŎƘΤ ƴƻ ǎǇŀŎŜ ŦƻǊ ƭŀǊƎŜ 
paper charts; 

ïThe EMR adoption rate is really low
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aƻǘƛǾŀǘƛƻƴ όŎƻƴǘΩŘύ

ÅThe HIMSS Analytics US EMR Adoption 
aƻŘŜƭϰ
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aƻǘƛǾŀǘƛƻƴ όŎƻƴǘΩŘύ

ÅThe important issues and challenges facing the 
healthcare information system in the historical 
hospitals and medical centers

ïTransition, interoperability and scalability for both IT 
professionals and healthcare information employees.

ÅThe complex HIS requirements(including EMR) 
have to be integrated into the workflow of the 
HIS in the medical centers

ïTo provide a uniform view to hospital employees
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Purpose

ÅThe proposed architecture must
ïHave the scalabilities during the transition of the 

system, daily operations, system maintenance, and 
future requirements

ïCan integrate healthcare IT solutions

ïAdopt medical standard to achieve EMR requirements

ïFault tolerance and high system availability

ïIntroduce into medical center to prove it has the 
practical values

ïHigh system performance
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The HIS Problems and Visions

ÅThe revolution of HIS

ÅProblems and Visions

ÅThe proposed SOA HIS
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The revolution of HIS

ÅThe first successful computerized medical 
information system
ïEl Camino Hospital (1971)

ïPhysicians, nurses, and administrative staff use 
the system as part of their daily activities.

ïIBM 370 series mainframe computers with 1MB 
memory

ïUsing two 50k analog phone line to support Ralph 
K. Davies Medical Center

ïJournal of medical systems (SCI, 1976)
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¢ƘŜ ǊŜǾƻƭǳǘƛƻƴ ƻŦ IL{ όŎƻƴǘΩŘύ

ÅJohns Hopkins Hospital (1986)

ïUsing Ethernet to integrate inpatient, outpatient, 
emergency and ancillary systems

ïUse a central and long-term database (LTDB) to 
share clinical data between systems

ïComplex  environment
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Johns Hopkins hospital LTDB
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¢ƘŜ ǊŜǾƻƭǳǘƛƻƴ ƻŦ IL{ όŎƻƴǘΩŘύ

ÅClient-server architecture

ïBased on the Personal Computer (PC) and 
Ethernet network
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¢ƘŜ ǊŜǾƻƭǳǘƛƻƴ ƻŦ IL{ όŎƻƴǘΩŘύ

ÅWeb-based hospital information systems 
(2000)

ïUse Web browser as the user interface to 
communicate with the Web server

ïEmbedded ActiveX components communicate to a 
SQL server through ODBC

ïThis is still based on the client-server architecture
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Web-based HIS in 2000s
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¢ƘŜ ǊŜǾƻƭǳǘƛƻƴ ƻŦ IL{ όŎƻƴǘΩŘύ
summaries

ÅThe architecture of HIS is based on the computer 
hardware and software.
ïMainframes
ïMinicomputer with UNIX 
ïPC and Unix/with client-server and Web-based

ÅA long-standing medical center has systems of 
various architectures
ÅThe main problem is how to integrate the 

different IT architectures and systems using a 
scalable new system architecture.
ÅOur motivation
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Problems and Visions

ÅProblems

ï(1) The transition and complexity of HIS 
requirements

ï(2) The scalability of system performance, capacity 
and maintenance

ï(3) The adoption of the EMR

ÅVisions
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(1) The transition and complexity of 
HIS requirements

ÅHIS is a collection of information systems 
which supports the medical workflow and 
data integrations.

ÅThe transition from departmental or ward-
based systems to institutional/hospital-based 
systems

ÅAccording to this 2 issues, the HIS integration 
is hard to achieved.
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(2) The scalability of system performance, 
capacity and maintenance

ÅThe traditional systems have limitations:

ïMainframe, client-server, Web-based with single 
database repository

ÅNo solutions can achieve user-unaware system 
maintenance or upgrade

ÅCentralized database architecture lacks the 
scalability for the future 
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(3) The adoption of the EMR

ÅThe problems of the paper chart:

ï/ŀƴΩǘ ŦƛƴŘ ǘƘŜ ǊŜŎƻǊŘΣ ŎŀƴΩǘ ǊŜŀŘ ƛǘ

ïNo space to store the paper chart

ÅOnly 0.7% to reach the stage 7 of EMR in US, 
2009
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tǊƻōƭŜƳǎ ŀƴŘ ±ƛǎƛƻƴǎ όŎƻƴǘΩŘύ

ÅVisions

ïPropose a HIS architecture which can 

Åsolve the problems described above

ïTransition

ïIntegration

ïScalability

ïEMR

Åfulfill further requirements
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The proposed SOA HIS

Å!ŎŎƻǊŘƛƴƎ ǘƻ ǘƘŜ ǇǊƻōƭŜƳǎ ŀƴŘ ǾƛǎƛƻƴǎΧ

ïwe propose a scalable healthcare information 
system based on the health level seven (HL7) and 
service-oriented architecture (SOA) which called 
ά{h! IL{έ

Å(1) Why SOA

Å(2) Why Web Services

Å(3) Why HL7
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(1) Why SOA

ÅService-oriented architecture
ïA design style
ïA way to define an IT infrastructure
ïRegardless of the operating systems or programming 

languages
ïA collection of services with stateless

ÅThe healthcare requirements
ïThe heterogeneous healthcare IT solutions integration

Å¢ƘŜ {h! ǇǊƻǇŜǊǘȅΥ ŜȄŎƘŀƴƎŜ Řŀǘŀ ǿƛǘƘΧ
ïDifferent applications, different operating systems, 

different programming languages
Å (Service-Oriented Architecture," in Understanding SOA with Web services, 2005; Towards a Service-

Oriented Architecture for Interconnecting Medical Devices and Applications, 2007)
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(2) Why Web Services

ÅSOA need a collection of services with stateless

ÅService can be implemented using

ïRPC, DCOM, CORBA, Java RMI, Web services

ÅThe Web services

ï/ŀƴ ōŜ ǿǊƛǘǘŜƴ ƛƴ /ІΣ WŀǾŀΣ Χ

ïCan be consumed on different platforms (OS) with 
different programming languages

Å (Web Service-based Healthcare Information System (WSHIS): A Case Study for 
System Interoperability Concern in Healthcare Field, 2006; Towards a Service-
Oriented Architecture for Interconnecting Medical Devices and Applications, 2007)
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(3) Why HL7 (Health Level 7)

ÅAn application layer protocol for healthcare

ÅThe messaging based standards for exchange 
of clinical and administrative data among 
healthcare information systems

ÅThe healthcare information system in medical 
centers

ïThree main systems and ancillary systems must 
collaborate/integrate with each other
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όоύ ²Ƙȅ I[тόŎƻƴǘΩŘύ

ÅHL7 is the standard used to be adopted into the 
SOA based healthcare information system
ÅHL7 is an application layer protocol
ïCan be implemented as any kind of programming 

language and platform.
ï!ŎŎƻǊŘƛƴƎ ǘƻ ǘƘŜ ǎŜŎǘƛƻƴ ά²Ƙȅ ²Ŝō {ŜǊǾƛŎŜǎέΣ ǿŜ 

implementation HL7 based on the Web services.

ÅThe EMR: HL7 CDA (clinical document 
architecture)

Å (Implementation of HL7 to client-server Hospital Information System (HIS) in 
the University of Tokyo Hospital, 1996; Interoperability of hospital information 
systems: a case study, 2003)
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The HL7 SOA HIS

ÅHealthcare information systems have transition 
problems and  have to integrate heterogeneous 
systems, the scalable requirements, adopt EMR.

ÅThe SOA brings the integrating benefits of 
heterogeneous systems and system scalabilities
ÅThe SOA needs Web services to realize
ÅThe HL7 over Web services supports the SOA 

implementation and integration among the HIS and 
healthcare IT solutions which also eliminates the 
heterogeneous problems

ÅThe HL7 has the benefits to adopting EMR based on 
the HL7 CDA.
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Service-Oriented Architecture (SOA)

ÅAccording to the problems of HIS, we choose 
SOA to design our new HIS.

ÅService-oriented architecture
ïA design style

ïA way to define an IT infrastructure

ïRegardless of the operating systems or 
programming languages

ïA collection of services with stateless
Å (Service-Oriented Architecture: Understanding SOA with Web services, 2005; A New Blueprint for I.T, 2005; 

Service oriented architecture (SOA) a new paradigm to implement dynamic e-business solutions, 2006)
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SOA implementation

ÅServices 

ïSOAP, RPC, DCOM, CORBA, Java RMI

ïWeb Services

ÅServices language:

ïaƛŎǊƻǎƻŦǘ Φb9¢ /{ƘŀǊǇΣ Wн99 όWŀǾŀύΣ Χ

ÅSOA service consumer and provider
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The key technical characteristics
defined for SOA HIS

ÅWe define four key technical characteristics 
which can be used to solve the problems and 
achieve the visions of the HIS systems

ïServices

ïInteroperability

ïFlexibility and scalability

ïFault tolerance
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Services

ÅConsiderations
ïWe planned to renovate each system at different time, 

so the service reusability was one of the key 
considerations
ïCommunicate with third-party systems, 

Java/C/C++/MS Visual Basic/.NET Framework

ÅWeb Services provide a standard communication 
protocol, SOAP
ïCan be used by any kind of programming language
ïAlmost all of the operation systems can provide the 

platform for SOAP
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Interoperability

ÅThe ability of two or more systems or 
components to exchange information and to use 
the information that has been exchanged
ÅThere are many ancillary systems that have to 

integrate with each other to provide an 
integrated view
ïOutpatient, inpatient, emergency systems
ïPharmacy system, nursing system, vital sign
ïPACS/RIS, laboratory information system

ÅMust have the adaptability to extend into an 
EMR-ready system
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Scalability and flexibility

ÅWe do not know about the system scale in the future 
(requirements, application servers, database servers)

ÅWe do not know about the computation power needed

ÅThe scalability and flexibility during the healthcare 
transitions

ÅThe IT department buys different brain servers and 
computational powers during the rightsizing steps

ÅThe hardware and system upgrade, maintenance must 
be user-unaware with no service downtime
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Fault tolerance

ÅTraditional mainframe and client-server 
architecture have less fault tolerance
ïNot enough robustness for the mission-critical 

systems

ÅFor the new SOA-based HIS, we have to provide a 
highly fault tolerant and distributed architecture 
for the medical system

ÅThe services for the SOA HIS must provide high 
availability and the servers must be redundant to 
achieve high availability
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The flexible architecture 
Ƴǳǎǘ ŦǳƭŦƛƭƭ ǘƘŜǎŜ Χ

ÅProvide for seamless system integration 
between the new and old systems

ÅThe scalability of the database to provide 
access to multiple databases

ÅThe hardware scalability and user-unaware 
maintenance for the SOA HIS system

ÅProvide high fault-tolerant services, and 
adding or removing services during the project
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HL7Central: The Web services-
based HL7 abstraction layer

Å{ǘŀǊǘƛƴƎ ŦǊƻƳ ά{ŜǊǾƛŎŜέ ŀƴŘ άLƴǘŜǊƻǇŜǊŀōƛƭƛǘȅέ 
requirements

ÅUsing Web services as our interface for the 
SOA HIS database

ÅHealth Level Seven (HL7)
ïVersion 2.5, ANSI standard

ïA message based application protocol with 
request-and-reply application model

ïImplement using Web services
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HL7Central: The Web services-based 
I[т ŀōǎǘǊŀŎǘƛƻƴ ƭŀȅŜǊ όŎƻƴǘΩŘύ

ÅHL7Central
ïBased on Microsoft Internet Information Services (IIS) 

version 6.0
ïService provider
ïThe data abstraction layer for the SOA HIS

402010/3/19



HL7Central: The Web services-based 
I[т ŀōǎǘǊŀŎǘƛƻƴ ƭŀȅŜǊ όŎƻƴǘΩŘύ

ÅHL7 messages based on XML encoding over 
SOAP

ïA Web services based on the SOAP

41

POST /HL7Central_IIS/Central.asmx HTTP/1.1

Host: hiswsvc

Content - Type: text/xml; charset =utf - 8

Content - Length: length

SOAPAction : "http://localhost/HL7Central/HL7Port"

<?xml version="1.0" encoding="utf - 8"?>

<soap:Envelope

xmlns:xsi ="http://www.w3.org/2001/XMLSchema - instance" 

xmlns:xsd ="http://www.w3.org/2001/XMLSchema" 

xmlns:soap ="http://schemas.xmlsoap.org/soap/envelope/">

<soap:Body >

<HL7Port xmlns ="http://localhost/HL7Central/">

<HL7Input>string</HL7Input>

</HL7Port>

</ soap:Body >

</ soap:Envelope >

HTTP/1.1 200 OK

Content - Type: text/xml; charset =utf - 8

Content - Length: length

<?xml version="1.0" encoding="utf - 8"?>

<soap:Envelope

xmlns:xsi ="http://www.w3.org/2001/XMLSchema - instance" 

xmlns:xsd ="http://www.w3.org/2001/XMLSchema" 

xmlns:soap ="http://schemas.xmlsoap.org/soap/envelope/">

<soap:Body >

<HL7PortResponse xmlns ="http://localhost/HL7Central/">

<HL7PortResult>string</HL7PortResult>

</HL7PortResponse>

</ soap:Body >

</ soap:Envelope >

WebUI sent HTTP POST

HL7Central reply
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The service groups

ÅTo achieve scalability and fault tolerance for 
the SOA HIS, we define the service groups and 
divide the servers into several service groups

ÅServices with layer 4 switch

ïLoad balance mode

ïActive-standby mode
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SOA HIS service groups
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SOA HIS service groups

Å(1) Portal service group
ïThe Web-based login page

Å(2) Authentication and Authorization (AA) web 
service group
ïProvide authentication and authorization to the portal 

service group
ïAlso for outpatient, inpatient and emergency WebUI 

service groups
ïProvide Enterprise authentication for the third-party 

applications such as PACS
ïA single-sign-on mechanism of the SOA HIS

442010/3/19



{h! IL{ ǎŜǊǾƛŎŜ ƎǊƻǳǇǎ όŎƻƴǘΩŘύ

Å(3) Authentication and Authorization (AA) Win 
service group

ïA Windows service program

ïReceives the AA Web service group real server 
requests and processes the authentication and 
authorization requests

Å(4) WebUI service groups

ïProvide the main CPOE interface to the physicians 
and nurses.
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{h! IL{ ǎŜǊǾƛŎŜ ƎǊƻǳǇǎ όŎƻƴǘΩŘύ

Å(5) HL7Central service groups

ïReceive requests from WebUI real servers and 
relay the queries to the SOA HIS database

ïThe HL7 messages in the XML format

Å(6) IIS State Server service group

ïThe session state is used to store an HTTP session 
ōŜǘǿŜŜƴ ǘƘŜ ǳǎŜǊΩǎ ōǊƻǿǎŜǊ ŀƴŘ ǘƘŜ ²Ŝō ǎŜǊǾŜǊǎΦ

ïASP.NET State Service (InProc, SQLServer, Custom, 
Off)
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{h! IL{ ǎŜǊǾƛŎŜ ƎǊƻǳǇǎ όŎƻƴǘΩŘύ

Å(7) Data Exchange Central

ïHandles data exchange and data synchronization 
to the other systems

ïWebUI, related ancillary systems, and third party 
systems do not need to know about the data 
integrity behind the HL7Central.
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Data exchange and its procedures
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Communication between 
service groups

Portal AA Web 
Service

AA Win 
Services Web UI HL7Central State

Server
Data-Ex.
Central

SOA HIS 
Database

Portal

AA Web 
Service

Web 
Service

AA Win 
Services X .NET 

Remoting

Web UI URL 
Redirect

Web 
Service X

HL7Central X X X
Web 

Service 
(HL7MSG)

StateServer X X X
ASP.NET
Session-

State
X

Data-Ex.
Central X X X X TCP X

SOA HIS 
Database X X Oracle 

Client X Oracle 
Client X Oracle 

Client
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SOA HIS service groups
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Service group name and 
virtual/real server settings

Service Group 
Name FQDNof VIP Virtual IP 

Address Layer4 Mode IPof RealServers

PortalServices Portal 192.168.1.2 LoadBalance/
PersistentHash

192.168.2.1
192.168.2.2

AAWebService WebAA 192.168.1.3 LoadBalance/
LeastConnections

192.168.3.1
192.168.3.2

AAWin Service WinAA 192.168.1.4 Active-standby/
PersistentHash

192.168.4.1
192.168.4.2

OutpatientWebUI oWebUI 192.168.1.5 LoadBalance/
PersistentHash

192.168.5.1, 192.168.5.2
192.168.5.3, 192.168.5.3

Outpatient
HL7Central oHL7Centra 192.168.1.6 LoadBalance/

LeastConnections
192.168.6.1,192.168.6.2
192.168.6.3, 192.168.6.4

Outpatient
StateServer oStateServer 192.168.1.7 Active-standby/

PersistentHash
192.168.7.1
192.168.7.2

InpatientWebUI iWebUI 192.168.1.8 LoadBalance/
PersistentHash

192.168.8.1, 192.168.8.2
192.168.8.3, 192.168.8.4

Inpatient
HL7Central iHL7Central 192.168.1.9 LoadBalance/

LeastConnections
192.168.9.1, 192.168.9.2
192.168.9.3, 192.168.9.4

Inpatient
StateServer iStateServer 192.168.1.10 Active-standby/

PersistentHash
192.168.10.1
192.168.10.2
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The sequence diagram of SOA HIS
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The scalability and adaptability 
of SOA HIS: An Empirical Study

Å(1) The scalability and adaptability of the SOA 
HIS during the transition of NTUH rightsizing 
project

Å(2) The scalability and adaptability of the 
service groups in the SOA HIS

Å(3) The database scalability of the SOA HIS

Å(4) The hardware scalabilityand adaptability 
of the SOA HIS
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(1) The scalability and adaptability of the SOA HIS 
during the transition of NTUH rightsizing project

ÅThree main rightsizing steps:
ïOutpatient, inpatient, emergency system

ÅFirst stage: outpatient rightsizing
ïOutpatient: new SOA HIS system
ïInpatient: IBM mainframe with PCS and IMS/DB
ïEmergency: HPUX with Sybase database, client-server 

application
ïNew patient registration from outpatient were also 

added to the inpatient and emergency system through 
the HL7Central and the Data Exchange Central 
processing
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(1) The scalability and adaptability of the SOA HIS 
during the transition of NTUH rightsizing project 

όŎƻƴǘΩŘύ

ÅSecond stage: inpatient rightsizing
ïInpatient system was integrated with the 

outpatient system using HL7Central to access the 
SOA HIS database and third-party databases.

ïNo data exchange requirements between 
inpatient and outpatient systems

ïData exchange process can be disabled in Data 
Exchange Central, so that WebUI and HL7Central 
developers do not need to recompile and 
redeploy their systems
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(1) The scalability and adaptability of the SOA HIS 
during the transition of NTUH rightsizing project 

όŎƻƴǘΩŘύ

ÅFinal stage: emergency system rightsizing
ïEmergency system integrating into SOA HIS
ïThe code for data exchange was disabled in 

HL7Central
ïData Exchange Central no longer receives patient 

registration requests from HL7Central
ïThe WebUI developers still do not need to know about 

the complex data synchronization work behind the 
backend
ïThis kind of scalability for SOA HIS reduces 

development time and gives a method of assigning 
work to programmers
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Scalability during rightsizing project
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(2) The scalability and adaptability of 
the service groups in the SOA HIS

Å7 New outpatient service groups (January 
2006)

ïPortal service, AA web service, AA win service, 
outpatient WebUI, outpatient HL7Central, 
outpatient State Server, Data Exchange Central

ÅAdd 2 inpatient service groups (February 
2007)

ïInpatient WebUI, inpatient HL7Central

592010/3/19



(2) The scalability and adaptability of the 
ǎŜǊǾƛŎŜ ƎǊƻǳǇǎ ƛƴ ǘƘŜ {h! IL{ όŎƻƴǘΩŘύ

ÅAdd 2 emergency service groups (February 2009)
ïEmergency WebUI, emergency HL7Central

ÅThe procedure to adding service groups
ïInstall server hardware and Windows 2003, .NET, IIS 6
ïDefine virtual IPs and fully qualified domain names (FQDN) 

for WebUI, HL7Central
ïDefine and assign real servers to the WebUI and 

HL7Central groups
ïConfigure layer 4 for the virtual IP, real server services, and 

the operation mode
ïDeploy emergency software applications to the WebUI and 

HL7Central
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Server components and layer 4 
configurations

SOA HIS
Server Roles

Layer 4 Service

Enabled Mode L.B matrix
Real servers

Prod. Env. Test Env. Dev. Env.

Portal V L.B P-Hash 2 1 1
AA Web Service V L.B L-Conn. 2 1 1
AA Win Service V A.S P-Hash 2 1 0

Outpatient

Web UI V L.B P-Hash 12 1 1b

HL7Central V L.B L-Conn. 12 1 0b

StateServer V A.S P-Hash 2 1a 0b

Inpatient

Web UI V L.B P-Hash 6 1 0b

HL7Central V L.B L-Conn. 6 1 0b

StateServer V A.S P-Hash 2 0a 0b

Emergency

Web UI V L.B P-Hash 3 1 0b

HL7Central V L.B L-Conn. 3 1 0b

StateServer V A.S P-Hash 2 0a 0b

Data Exchange Central V A.S P-Hash 2 1 1

Oracle Database X Oracle L.B Oracle RAC
Oracle RAC 
Database
Solaris 9

Oracle RAC 
Database
Solaris 9

Oracle 
Database
Windows

Abbreviations
L.B: load balance A.S: Active-Standby P-Hash: Persistent Hash

L-Conn.: Least Connections 0b: use 1b as the same server 0a: use 1a as the same server

Prod. Env.: Production Environment Test Env.: Test Environment Dev. Env.: Development Environment
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(3) The database scalability of 
the SOA HIS

ÅThe SOA HIS has the ability to extend the 
databases based on the HL7Central service group 

ÅThe PACS/RIS
ïA third-party system

ïPACS has its own database which stores the patient 
images index and related information

ïRIS has its own database which stores the radiology 
schedule and reports

ïPhysicians can see the PACS/RIS in the integrated view 
of the WebUI
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(3) The database scalability of 
ǘƘŜ {h! IL{ όŎƻƴǘΩŘύ

ÅAccess log database for the patient privacy

ïAfter the second stage of inpatient rightsizing

ï¢ƻ ƭƻƎΥ ǿƘƛŎƘ ŜƳǇƭƻȅŜǊǎ ŀŎŎŜǎǎŜŘ ǿƘƛŎƘ ǇŀǘƛŜƴǘΩǎ 
records at what time

ïMySQL database version 5.1.29 built on FreeBSD 
7.1 running on a PC server

ïDual Intel Xeon® 1.6GHz Quad-Core with 4G 
memory

ïAbout 60,000 records/6-month
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(3) The database scalability of 
ǘƘŜ {h! IL{ όŎƻƴǘΩŘύ

ÅThe Electronic Medical Record (EMR) of 
Department of Health (DOH) in Taiwan

ïA public key infrastructure (PKI) based medical 
electronic certification mechanism

ïUse another database schema stores electronic 
medical records

ïReuse HL7Central to construct the EMR 
information, fast developing
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(3) The database scalability of 
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(4) The hardware scalability and 
adaptability of the SOA HIS

ÅBefore the first stage:
ïSun Fire 12000 with 16 UltraSPARC-III+ processors
ïIBM Blade Center HS21 with 2G

ÅBefore the second stage:
ïExtended 8 Sun UltraSPARC-IV processors
ïIBM Blade Center HS21 extended to 3G

ÅThe users were unaware of the upgrade activity
ÅBefore the third stage:
ïBought new x86 based Dell blade servers prepare for our 

emergency system services
ïThis installation smoothly with no effect on our outpatient 

and inpatient services
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Software architecture
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Hardware architecture 

Å2 firewalls

Å2 layer 4 switches

Å2 layer 2 switches

ÅOracle database with Real Application Cluster 
(RAC)

ÅDual power for every server
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IŀǊŘǿŀǊŜ ŀǊŎƘƛǘŜŎǘǳǊŜ όŎƻƴǘΩŘύ
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